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Abstract

This research includes the study of dual data models with mixed random
parameters, which contain two types of parameters, the first is random and the
other is fixed. For the random parameter, it is obtained as a result of differences in
the marginal tendencies of the cross sections, and for the fixed parameter, it is
obtained as a result of differences in fixed limits, and random errors for each
section. Accidental bearing the characteristic of heterogeneity of variance in
addition to the presence of serial correlation of the first degree, and the main
objective in this research is the use of efficient methods commensurate with the
paired data in the case of small samples, and to achieve this goal, the feasible
general least squares method (FGLS) and the mean group method (MG) were used,
and then the efficiency of the extracted estimators was compared in the case of
mixed random parameters and the method that gives us the efficient estimator was
chosen. Real data was applied that included the per capita consumption of electric
energy (Y) for five countries, which represents the number of cross-sections (N = 5)
over nine years (T = 9), so the number of observations is (n = 45) observations, and
the explanatory variables are the consumer price index (X1) and the per capita
GDP (X2). To evaluate the performance of the estimators of the (FGLS) method
and the (MG) method on the general model, the mean absolute percentage error
(MAPE) scale was used to compare the efficiency of the estimators. The results
showed that the mean group estimation (MG) method is the best method for
parameter estimation than the (FGLS) method. Also, the (MG) appeared to be the
best and best method for estimating sub-parameters for each cross-section
(country).

Keywords: FGLS estimation method, mixed-stochastic parameter regression
model, first-order serial correlation, (MG) estimation method.
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1. Introduction

To study any of the economic, social, medical or other phenomena that the
researcher chooses in his study, he must provide data for that phenomenon from
solid and reliable sources, when studying a specific phenomenon during a specific
time period, time serious data must be because collected, and this serious may
include an autocorrelation problem because it is unstable. In this case, the general
least square (GLS) method should be used to estimate the model parameters.

And when studying a certain phenomenon for several sectors of different
groups, it is necessary to collect cross-sectional data, which in most cases is a
problem of heterogeneity of error variance, so the weighted least square method
(WLS) should be used to estimate the modeling parameters. And those random
errors in both types of data above are considered the main reason for the
occurrence of problems in the data. Instead of analyzing each type of data above
separately, in which the researcher may obtain inefficient estimates, it required
obtaining another type of data by merging the two types of data above and
obtaining what is called Panel Data. Most of the research relied on estimating the
parameters and testing them for the panel data on two methods: the generalized
least square (GLS) when the variance-covariance matrix is known and the (FGLYS)
method when the variance-covariance matrix is unknown, and it is one of the
methods adopted in this research to estimate the model parameters (Basim Shaliba
Muslim 2009, Al-Mafarji 2018).

For example, the phenomenon of the spread of a particular disease in a
certain country is classified according to the regions or cities in that country and
measured for a specific period, accordingly, the observations of this phenomenon at
the level of each city represent the cross-sectional data, while the observations
during a period of time for each city and during a certain period of time represent
the time series data for example, the phenomenon of the spread of a particular
disease in a particular country classified according to the regions or cities in that
country and measured for a specific period, accordingly, the observations of this
phenomenon at the level of each city represent the cross-sectional data, while the
observations during a period of time for each city and during a certain period of
time represent the time series data (Kazem & Muslim 2002) .

And the importance of statistical analysis of this type of data is to assess the
effects of the explanatory variables on the dependent variable during the specified
time period, and the efficient estimation of the model parameters is a major goal in
the analysis of the dual data, and that the data collection process in this way leads
to obtaining accurate parameters that represent the study population in a way
reliable and correct, due to taking into account the time factor and the existence of
a correlation between the sample items (Reem 2021).

Among the most important previous studies on the subject, the researchers
(Ahmed et al.) in 2009 presented research that included testing panel data models
when the regression coefficients are fixed, random, and mixed, where they used
simulation to make comparisons between the behavior of several estimation
methods, such as random coefficient regression (RCR), classical pooling (CP), and
Mean group estimators (MG). In the three cases of regression coefficients,
simulation results indicated that (RCR) estimators perform well in the case of small
samples if the coefficients are random, while (CP) estimators work well in the case
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of the fixed model only, but (MG) estimators work fine if the transactions are
random or fixed.

Also, the researcher (Mohammed) presented in 2018 a research that
included the study of panel data models when the errors are serially correlated to
the first order as well as with the parameters of random regression, and the (GLS)
method was used to estimate the parameters when the samples are small, and the
researcher suggested an alternative estimator It is the mean group estimator (MG),
and the researcher made comparisons of the efficiency of the (GLS) and (MG)
estimators. The simulation study conducted by the researcher indicated that the
(MG) method is the best and most reliable method than the (GLS) method,
especially when the model includes random and fixed estimators. It means a model
that contains random- mixed parameters.

In this paper, the parameters of the panel data model with mixed stochastic
parameters will be estimated, and these models include mixed parameters, that is,
some of them are random and the other is non-random (fixed), that is (B4;) is a
vector for the parameters that are supposed to be random, and () is a vector for
the parameters that are supposed to be non-random (fixed).

The main objective of this research is to identify some notes on how to
choose a good estimator for panel data when the sample size is small, and the
errors are serially correlated of the first order, as well as with mixed random
regression parameters.

2. Materials and Methods
2.1 Mixed-Stochastic Purameter Regression of Panel Data Models (MSPR)

In this type of model, the GLS will be destined to the model when the
features are mixed i.e. each other random and the other non-random (fixed) when
such a situation occurs, the mixed random model is written as follows:

Vie = ket BriXuie + Uie

Vit = XitBi +uit, i= 1,...,N; t= 1,...,T

yi=XiBitu;

Vi = X1:B1i + X2:B2 + u; e (D)

Where y;& u; is:

yi: A Vector of order (T*1) from the observations of the department variable for
section (i).

u;: A Vector of order (T*1) for the random errors of section (i).

And that:

Xi= (X1i, X2i)

They are the matrices of the observations on the independent variables
Xii = TXK; &X,; = TXK,, where K; & K, respectively.

K : Explanatory variables for random parameters (84;)

K, : Explanatory variables for fixed parameters ()

And that:

’

Bi = (B'n’ Bz)
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where (Bu) is the (K. X1) vector for parameters that are assumed to be
random with an average of (1) and the variance-covariance matrix is (yp1), but (82)
is the (K; X1) vector for parameters that are assumed to non-random (fixed),
where:

K= K1 + KZ
Model (1) applies to each cross section under the assumption that:
B1i = B1 + TR, - (2
And we can merge (N) from the sectional equations as follows:
Y=GB+t ..®
Whereas

X=X, XN, B= (31 ’, 3’2) T = (T e, Ty T = X4iTtgy + 4
Under (Swamy 1970) assumptions, this model has been examined by (Swamy 2012)
and (Rosenberg 1973); we examine this model under our assumptions from (1) to
(4):
Assumption (1): E(w;) = 0;vi=1,2,..,N
Assumption (2): Explanatory variables are not random (in repeated samples), then
we assume independence with other variables in the model and the value of the
rank (X;X;,) =K; vi=1,..,N, whereK <T,N
Assumption (3): The errors have a constant variance for each individual (cross
section), but there is a problem of heterogeneity of the variation in the cross
sections, in addition to being serially correlated of the first order, meaning that the
random error for each period depends linearly on the random error of the previous
periods.
Ui = ¢iuilt_1 + Eits |¢l| < 1, where ([)ifori = 1, ,N
E(sit) = 0!
E(uit18j:) = 0; Vi j, andt. And

2 . — ¢ j=1i
E(eqg)s) = {"Si Jt=sit=J i=1,.,N; ts=1,..,T

0 otherwise
It is assumed that the errors in the initial or primary time period have the same

characteristics as in the subsequent periods, so we assume that
E(u®) =62/1— ¢F; Vi
Assumption (4): The regression model feature vector is determined as B; = B + m;
where f = (B1, - Bk)
B: Itis a vector of non-random (fixed) parameters of order (K * 1) estimated by the
method of least squares (OLS).
T = (Mg, ..., Wig)’
m;: The random error vector of the parameters is of order (K*1).
Bi: A vector of order (K*1).
And E(mm}) = {” Y1=J §j=1,..N;, k=1,..K
0 ifi+j
, For k=1,...,K, and also assume that E(m;u;) = 0,Viand j
y" = diag{y;}
So the variance-covariance matrix to (t) is:
E(t‘t,) =V+ Zﬁl (IN ® Yﬁl ) Z,ﬁl oos (4)
E(xt) =11
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whereas
ZBI = dlag{Xll}
X11 0 0
0 X - 0
e
0 0 o Xin

And that the estimator (GLS) to (B) is:
Bmspr_sc = X'II"1X)~ X'ty

5 (XX XGIUIX,\ T (XGIlY
MSPR-SC T A\X,M1X,  X,M1X, X,I-1y
Whereas

X1 = (X, o, X1n)'> X2 = (X, oo, X'

It should be noted that the mixed random model is a special case of a
random model when the variances in some parameters are assumed to be zero
(Reda Abonazel 2018).

2.2 Mixed-Stochastic Purameter Panel Data Regression Model Algorithm:

The feasible estimator ( Bumspr_sc) Can be obtained by the following
algorithm (Abonazel 2018):
= The first step/ is to calculate (¥*) in the stochastic parameter model using the
coordinate estimator for (6}; & Q;;) are calculated as in the following formula:

* 1 * ' 1 * Yy 1 Iy— -1
Y = [ﬁ( iL1 BiBi —EZL Bi X1 Bi )] _EZ?‘:l O'Ei(xiﬂiilxi) ()
* I y— -1 I ~—
B = (Xii'X:) Xi;'y; e (7)
And that the coordinated estimates for (¢; & ogi) are calculated according to the
following formulas:

.. (5)

- Y=z Gitlie—1
¢; = =5 lﬁzl . (8)
t=2 HYit-1
/\’/\.
62 == e (9)

T-K'
Likewise, each of (&;1) & (§;,) is calculated according to the following formulas:

&1 = Uy /1—<T>i2 ... (10)

& = Uy — Pl 4 fort=2,..,T .. (11)

= The second step/ find the estimate of (yg;) and let it be (yg) by eliminating the
rows and columns of the fixed parameter (the one inside the vector) from the
matrix (y*).

= The third step/ is to find an estimate of (IT) and let it be (II), using (Yg1) and the
consistent estimator in the equation (8) & (9).

= The fourth step/ Obtaining the feasible estimator (Byspr—sc) for the mixed
random parameter model using (IT) in equation (5).

And for how to determine the fixed parameters in the model, the test
(Swamy) will be used for the randomness of the parameters, and this test is
performed because (m;) is constant for each (i), as in assumption (4), and as a
result, we can test the random variance indirectly by test whether fixed parameter
vectors are equal. That is, (Hop) be:

Hy : B1=B2=...=Bn=B

100
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H,: At least the two are not equal
The statistical test is:

s =3, (B~ Bs) (i~ Bs) e (12)

Whereas

= - -1_171 - -1
Bs = [x’(zH Q Ir) x] [x'(zH R1Iy) Y] ...(13)

where(Zy) is the estimated matrix of () and (Swamy) (Swamy 1970) it is
by the null hypothesis Hy, the test statistic in (12) is asymptotic distributed on a chi-
square with degrees of freedom K (N-1), such as T, N—o it is fixed.

Swamy’s test can be applied to the mixed stochastic parameter regression as
in the (SPR) model. At first, it is assumed that the mixed stochastic parameter
regression form in (1) can be rewritten as:

Vi = Quib1i + Qzib2; + X2iB2 + u; .. (14)

Whereas

Bii = (bllirbIZi)’

And that

b,; is a vector (h;X1) for random features to be included in some hypothesis test.
b,; is a vector for random features, but these must be excluded from the test.

X1i = (Q11, Q21)’

And (Qq;) & (Q42) are (T X hy) & (T X h,) are respectively matrices from the
observations of the explanatory variables and the rest of the other symbols were
defined when discussing the equation (1) is discussed. From the above, the random-
mixed model can be rewritten in the following way:

Y = Q1b1 + szz + Xzﬁz +T eoe (15)

Whereas

T & X, Are defined in (5) and (3) respectively.

Y: A vector of order (N*1) from the observations of the approved variables for all
cross-sections.

Q1 = (Qyi -, Qin)’, Q2 = (Qz;, -, Q2n)’

(b1) & (by) are the mean of the random features (b4;) & (by;) consecutively.

And it is possible to conduct a test for the randomness of the parameters in the
random-mixed model according to the following hypothesis:

HO . b11= cee — blN: b1

H;: At least two are not equal

This test is similar to the indirect test for the randomness of the random
parameter model, and here we may have a set of sub-parameters that were initially
assumed to be random and these parameters will be tested, and the following test
statistics will be used:

Z}v:l (Bli - i’1), %?1] (Bli - T:)1) "'(16)
Whereas

o

b, is the vector estimated for the features as a fixed.

by; for I =(1,...,N) are discrete estimates for the features.

When the null hypothesis is accepted, the parameters are fixed, and when it is
rejected, the parameters (by;) are random.
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To calculate the sub-parameters for each cross-section, i.e. for each country, the
best unbiased linear BLUE estimator in stochastic parameter regression with serial

correlation (ESPR_SC) is (Abonazel 2018):

Bspr_sc = (X'A1X)71X'A1Y ... (A7)
And the variance - covariance matrix is:
var (ESPR—SC) = X'A1x)1 ... (18)
Whereas:
N =V+ZI(Iy Qy)Z ... (19)
0% Q4 0 0
2 - :
v=| 0 05% ~ i . (20)
: 0
0 e 0 GENQNN/
1 b; ¢z - iT_l\
1 . . T-2
Qi = -7 ¢' 1 ¢‘ li / ... (21)
Toer ef e 1
And that
* 1 x ' 1 * Yy 1 Iy— -1
Y = I:E( y:l Bi Bi - ﬁzy:l Bi y:l Bi )] _EZ%\Ll Ggi(xiﬂiilxi) see (22)
* I'y— -1 I y—
Bi = (Xiﬂiilxi) XiQily; ... (23)

To make the (ﬁspR_sc) estimator feasible, the following consistent estimates of (¢;)
and (%) are used:

- Yoo Uil
¢ = ==t e (22)
t=2 Yit-1
~2 _ EiEi
og, = K .. (23)
And that
u; = (ﬁn, ---:ﬁiT),1 u; = yi — XiBi ;Bi = (X;Xi)_l)(;Yi )
While

g =& 82 81) &1 = ﬁi1,/1 - (’I\)lz , Ejp = Uje — (T)iﬁi,t—l fort=2,..,T
It should be noted that (§SPR_SC) can be rewritten as a weighted average estimator
(GLYS) for each cross section (Abonazel 2018).

ESPR—SC = Z?‘ﬂ Wi*Bf ...(24)
And that

* N * 2 (vio-1 ‘1_1_1 N * 2 (vi-1 -1171
Wi Z{ i=1 [Y +0'zi(XiQii Xl) ] } { i=1 [Y +G€i(xiﬂii Xl) ] } eee (25)

It turns out that (Bspr_sc) in formula (24) is a weighted average of the
(OLS) estimates for a given cross-section. Finally, the formula (24) benefits from
the fact that (Poi 2003):
(A+BDB)!=A"1—-A"1BEB’A" + A~1BE(E + D) 'EBA’ ™"
(26)
And that

102



Journal of Economics and Administrative Sciences Vol.28 (NO. 134) 2022, pp. 96-109

(A) And (D) are non-singular matrices of (m*n) degree, and (B) a matrix of (m*n)
degree (Rao, et.al, 1973, p.33).
E = (B’A"1B)"1(Rao, et.al, 1973, p.33) .. 27)

In addition to the estimation of (Bspr_sc), the researcher often wishes to
obtain estimations of the (B;) vectors of cross-sections as well, if the interest is
limited to the class of estimators ($;) for which it is (Griffiths, et.al, 541):

E (B*Ipi) = pi
And an estimator (OLS) for a single cross section (b;) is appropriate. However, if
there is no condition on (B;), the best unbiased linear estimator is:

Bi=B + v X (xjy'X; + o) (y; — XiB)

Bi= (v 1+ oy X X)) oy XXy + vTIB) ... (27)
To obtain the variance (B;) , Green (1997,672) suggested the formula (30):
= . [B
Bi=[A; (I-Ai)] [bi] ... (28)
Whereas:
A=+ o XXy ... (29)

= A B A
Var (B;) =[A; (I—A))] Var(bi) [(I —Ai)'] ... (30)
Whereas:

BY_[ var(B) Cov(B ,bi)l
Var(bi> Cov(B,b)  Var (b) ... (31

The estimator (B) using the (GLS) method is consistent and effective. According to
(Lemma 2.1) in (Hausman 1978):

Asymptotically Cov(f, b;) = Asymptotically Var (§) — Asymptotically Cov(f,B —
b;) = Var ()

After doing some mathematical operations, we get:

Asymptotically Var (§ ;) = Var (§) + (I — A){Var (b;) — Var (§)}(I— A’

And to obtain the feasible estimations of the above formulas, each (o};) it can be

offset by an OLS estimate (Poi, 2003):
6o = (Yi_xib';?_(zi_xibi) .. (32)
2.3 Feasible Generalized Least Square (FGLS)

The estimators of (MSPR-SC) need to estimate the elements of matrices
(variance-covariance) because they are unknown and to make these estimators
feasible, it is suggested to use the following consistent estimators: (¢;) and (cgi)

(Reda Abonazel, 2018):

=~ Yo, Uil g1
b; = S e (33)
t=2 Yit-1
Al A
~2 & &
6. = 4= ... (34
8T T (34)
where

= (g, ... 0m) =yi—Xi Bi, B = XX Xiy;,

- A _ (a ~ A 7 A _a 2 A~ _a T _
While & = (1,82, ., 8&71)" , &1 = Uy, ’ 1-¢; &g = Uy — iUl g fort=
2,..,T

103



Journal of Economics and Administrative Sciences Vol.28 (NO. 134) 2022, pp. 96-109

For the estimator of (MSPR-SC), the consistent estimator for (IT) say (IT) was
proposed by Abonazel (Abonazel 2018) to obtain the feasible estimator for it.

2.4 Mean Group Estimator (MG)

(Abo Nazel)(Abonazel 2019, Abonazel 2018) suggest using an estimator (MG) as an
alternative estimator for the general random regression model is defined as
follows:

Bswc = 3 X1 B .. (39)

You notice that this estimate is average of the ordinary least square (OLS)
estimates, which is (B;).

And for easy verification the (MG) estimator is constant with (B) when both are (N,
T — ), (Abonazel 2018) showed the statistical properties of the (MG) estimator.

3. Applications and Discussion of Results
3.1 Description of Data

The data studied in this paper represents the per capita share of electric
energy consumption as a dependent variable and the mean explanatory variables
affecting it, which are the per capita share of the gross domestic product and the
consumer price index; it is panel data that includes five countries, namely Irag, and
its comparison with neighboring countries (N=5), which represent cross-sections
measured over nine years (T=9) which in turn represent the time series.

Global ESCWA committee of the United Nations and ESCWA is among the
committees that work under the supervision of the economic and social council,
and the ESCWA committee was established by the economic commission for
western Asia to stimulate the economic activity of several of countries.

3.2 Analysis of Data

In this section, the results of real data analysis will be presented, which were
represented by the per capita share of electric energy consumption (Y), the
consumer price index (Xi), and the per capita gross domestic product (X) for five
countries; the estimations of the parameters of the model were extracted and
compared between them through the measure the mean absolute percentage error
(MAPE).

After describing the data, the mixed model will be tested according to
formula (1), in which it is assumed that (B4;) is a vector of random parameters and
(B2) is a vector of parameters that are assumed to be non-random (fixed), where
the (Swamy) [3] test was applied to the mixed model according to the following
hypothesis for the randomness of the parameters:

HO . b11= ces — blN: b1
H: At least are two not equal

According to the above hypothesis, the parameter vector (84;) will be tested
for randomness according to the test statistic in the formula (16). The results
showed that the value of the test statistic is equal to (0.00011) and the value (P-
value = 0) is less than the level of significance (5%). This leads to the rejection of
the null hypothesis, which states that the parameters are equal to the vector (81;)
and as a result, the parameter vector (1;) is random, and assuming that the vector
(B-) is fixed, so the model is random-mixed.
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% First stage:
At this stage, the parameters estimators of the mixed random parameter

dual data model were extracted in two Methods (FGLS) and (MG) and compared
between them through the (MAPE) measure.

As for the best method in the mixed stochastic parameters estimation model
and through the (MAPE) scale, we note that the (MG) is the best method in
estimating the parameters of the model than the (FGLS) method, and the results
are shown in Table (1).

Table (1)
Shows the preference for estimation methods in the case of the mixed
Stochastic parameter model using (MAPE) scale

method FGLS MG
measure MSPR_SC
MAPE 0.374039 0.360112

As for the values of the feature estimations according to the mixed
stochastic parameters estimation model and according to the estimation methods,
the estimator (MSPR_SC) using the (FGLS) method was calculated according to
formula No. (5), and the estimator using the (MG) were calculated according to
formula No. (35), and the results are shown in Table (2).

Table (2)
It shows the parameter values in the case of the mixed stochastic
Parameter model according to the estimation methods

Methods FGLS MG
Coefficient (MSPR_SC)

off -696.035 -294.797
1f 7.802907 9.433515
off 0.431089 0.280955

For the (FGLS) method, the model is as follows:
yi = —696.035 + 7.802907X; + 0.431089X,

As (bl = 7.802907) represents the marginal propensity for per capita
consumption of electrical energy, which increases by (7.803) if the consumer price
index increases by one unit with the rest of the factors remaining constant, i.e. (X1
directly affects the per capita consumption share of electrical energy).

As for (b2 = 0.431089), it represents the marginal propensity for per capita
consumption of electrical energy, according to which it increases by (0.431) with an
increase in the per capita share of GDP by one unit with the rest of the factors
constant, meaning that (X, directly affects the per capita share of electrical energy
consumption).
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For the (MG) method, the model is as follows:
yi = —294.797 + 9.433515X; + 0.280955X,

As (bl = 9.433515) represents the marginal propensity for per capita
consumption of electric energy, which increases by (9.434) when increasing the
consumer price index by one unit, with the rest of the factors remaining constant,
meaning that (X; directly affects the per capita consumption share of electrical

energy).

As for (b2 = 0.280955), it represents the marginal propensity for the per
capita consumption of electrical energy, according to which it increases by
(0.280955) when the per capita share of the GDP increases by one unit, with the
rest of the factors remaining constant, meaning that (X2 directly affects the per
capita share of electrical energy consumption).

As for the fixed limit (#,) for the per capita consumption function of
electrical energy, which means that the per capita consumption function of
electrical energy is constant and equal to (-696.035) by the (FGLS) method and
equal to (-294.797) by the (MG) method when the model is not significant.

% The second stage

At this stage, the parameters of the mixed parameters dual data model were
estimated for each cross section (country) separately in terms of studying the per
capita consumption of electric energy for Iraq and some of its neighboring
countries. The results for each country will be mentioned below.

For All Countries and through the (MAPE) scale, and in the case of the
panel data model for mixed- stochastic parameters, we note that the method of
estimating the Mean Group (MG) is the best compared to the estimator
(MSPR_SC), using the (FGLS) method, as shown in Table (3).

Table (3)
Shows the preference of estimation methods for all Countries using the (MAPE)
scale

Iraq Egypt Jordon Morocco Tunisia

me”“’d FGLS FGLS FGLS FGLS FGLS

€asuré | (MSPR_ [MG | (MSP | MG | (MSP | MG | (MSP | MG | (MSP | MG

SC) R_SC) R_SC) R_SC) R_SC)

MAPE 1.9097 | 0.0857 | 0.4797 | 0.0486 | 2.5916 | 0.0191 | 1.6976 | 0.0629 | 0.4495 | 0.0397

As for the values of the parameters estimates for Irag and the rest of the countries,
according to the mixed stochastic panel data model using the (FGLS) method, they
were calculated according to the formula (28), while the estimator of the group
mean (MG) estimation method was calculated according to the formula (35) as
shown in Table No. (4), which represents estimates of features for all countries.
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Table (4)
Shows parameter values for all countries and according to estimation methods

Iraq Egypt Jordon Morocco Tunisia
Metpf?’q FGLS FGLS FGLS FGLS FGLS
Coefficient MSPR_S | MG MSPR_ | MG MSPR_ | MG MSPR_ | MG MSPR_ | MG

C sc sc sc sc
B -2068.11 | -381.82 | -597.87 | 377.79 | 271129 | 12241 | -32956 | -1026.36 | -1108.49 | -564.42
B 335701 | 65718 | -0.65433 | 657180 | 1.46878 | 65718 | -1.90018 | 65718 | 0.37461 | 65718
B 0.1328 035212 | 087035 | 0.35212 | -0.27014 | 0.35212 | 0.39951 | 0.3521 | 0.62805 | 0.3521

4. Conclusion

In this paper, after examining the estimators (MSPR-SC) of the two
estimation methods (MG) and (FGLS) of the panel data models for the mixed
random parameters when the errors are serially correlated of the first order, and
after applying the real data, the results indicate that the estimator of the estimation
method (MG) has the smallest values for the efficiency measure (MAPE) from
(FGLS) method, we conclude that the (MG) method is the best and best method for
estimating model parameters

Also, the results of applying the real data for each cross-section (country)
indicated that the estimations of the (MG) method are more efficient than the
estimations of (FGLS) and for all countries.

We also note that the per capita consumption is directly affected, starting
from the consumer price index and the per capita share of the gross domestic
product, as the increase of these variables leads to an increase in the per capita
consumption of electric energy, and this is consistent with the economic theory.

The most important recommendation for future study is to study the subject
of unbalanced panel data, which includes the quality of missing values in the panel
data, as well as the use of the MAPE scale in determining the efficient and best
methods in the process of estimating parameters because of its flexibility and helps
the researcher in getting more accurate and objective results.
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